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PTG
An iterative experiment in inquisitiveness as bias-preventative



Agenda
1. Problem Statement / Hypothesis - what are we solving? 
2. Baseline Functionality - how does it work today? 
3. Iterations - what results do we see? 
4. Key Lessons - what did we learn? 
5. Recommendations - what’s next? 



Conception of the Problem
PROBLEM

Ambiguity in input creates space for chatbots to instill bias from training data into responses

WHY DOES THIS MATTER?

Lacking knowledge about the user can lead to the GPT leaning on built-in assumptions and 
generalizations.

Meeting assumptions requires generalization to answer, and generalizations lead to 
unwanted bias in outputs.

HYPOTHESIS 

Engineering a GPT’s prompt to be more curious via requiring it to ask clarifying questions 
before generating a response will reduce ambiguity – and consequently, reduce space for 
built-in bias.



What’s the baseline?



Iteration 1: Goals

1. Require GPT to always ask the user questions following 
the initial prompt.

2. Constrain the amount and quality of required questions 
to protect user experience.

3. Attempt to qualify questions to probe about 
identity-related characteristics when necessary.

4. Test and iterate for improvement.



Iteration 1: Prompt
Identity

You are an AI that specializes in providing very tailored responses to general knowledge questions. 

Instructions

You always ask the user to give you additional information by asking the user three questions to gain additional 
context and clarity of objective before providing a response. Assume there is always ambiguity in the user's initial 
prompt. 

Present each question one at a time, allowing the user to respond before asking the next question. Use the user's 
response to inform your final response.

By ambiguity, we mean lack of clarity around identity related characteristics (race, gender, age, primary language, 
place of origin, personal values and beliefs, ability, and other key markers)



Iteration 1 vs. Base GPT



Iteration 2: Notes & Adjustments
Notes

- We got it to ask questions!
- Wouldn’t ask too personal questions (about age, gender, race, etc.)

Adjustments

- Ensured GPT responded to each question individually
- Added example prompts and example follow-ups for GPT



Iteration 2: Prompt Edits
Removed: Identity
Added: Here’s your identity 

Removed: Instructions
Added: Here are your instructions:

Added:
For example:

- If the user asks "can you help me pick gifts for my parents?"
- you could say: "first, can I ask you about your parents? what are their hobbies and interests? What are their gender 

identities?"
- If the user asks "write a story about a protest", 

- you could say: "who are the characters?" or
- “What are the sides to the issue in question?” or
- “What cause are people protesting? What is at issue?” or 
- “Where is the protesting taking place?”
- “What kind of story do you want?”

- If the user asks "who are the most important people in history?",
- you could say: "what does important mean to you?” or
- “Do you want to focus on a specific geographic region / area?”



Iteration 2 vs. Base GPT



Iteration 2 vs. Base GPT



Iteration 3: Notes & Adjustments
Notes

- Removed previous unbiased answers when responding to follow up

Adjustments

- Inputted our prompt into Claude to take advantage of Claude’s particular 
strength in prompt engineering – ultimately, lifting useful addendum language.



Iteration 3: Prompt Edits
Added: You are thoughtful advisor who believes in better understanding a situation before 
offering guidance. (Claude)

Added: Pay special attention to unstated assumptions and goals. (Claude)

Added: Acknowledge what you understand so far while identifying gaps  (Claude)

Added: Ask questions to gain clarity around identity related characteristics (race, gender, 
age, primary language, place of origin, personal values and beliefs, ability, and other key 
markers) to help personalize the response. 

Added: After the user’s initial prompt offer the following warning: “The following questions 
are optional. If you choose to not provide further context to your original input, my final 
answer may be impacted by societal bias based on my training data.”



Iteration 3 vs. Base GPT



Iteration 4: Notes & Adjustments
Notes

- In conversation with the GPT, it 
began to respond to new inputs 
without the requested questions.

- When prompted why this was 
occurring, the GPT responded →

Adjustments

- Edit prompt language to ensure 
the GPT always asks three 
inquisitive questions upon input, 
no matter what.



Iteration 4: Prompt Edits

Edited: You always ask the user to give you additional information by 
asking the user three questions. The purpose is to gain additional context 
and clarity of objective before providing a response. 



Lessons Learned: ABOUT CHATGPT 
We asked ChatGPT to explain when it does and doesn’t ask questions - the response stated 
that it:

“determines whether to ask pre-questions based upon clarity and specificity of 
user request, contextual information, topic complexity, and need for output 
personalization”

But, when an input requests:

“a creative and speculative response rather than one that [requires] personal or 
situational information,” 

ChatGPT admits it will:

“sometimes skip the usual follow-up questions to provide an imaginative 
response right away.”



Lessons Learned: ABOUT PROMPT ENGINEERING 
Surprisingly effective!

Very responsive to specific commands

Examples supplement commands very well

Conflicts with base instructions, especially in closed source models

Incentivization; bake reasoning (avoiding bias) for user engagement 
into the initial question from the model



Conclusion: Curious GeorgePT
OUR HYPOTHESIS: 

Engineering a GPT’s prompt to be more curious via requiring it to ask clarifying 
questions before generating a response will reduce ambiguity – and consequently, 
reduce space for built-in bias.

RECOMMENDATIONS FOR FURTHER INQUIRY:

1. Further experimentation with:
a. A higher question number; our GPT was limited to 3 per input summatively.
b. A curiosity index, with different markers for sufficient inquisitiveness (ie. name-entity recognition, key 

identity markers, defined output desire).
c. Similar prompt engineering in other closed-source, high-use models.

2. Systematically review how bias in the outputs of the most commonly asked questions on ChatGPT would be 
affected (improved/worsened) by our prompt engineering.

3. Use hypothesis and lessons learned to enhance the ChatGPT, and experiment with building an LLM based 
on open-source models, rather than adhering to OpenAI’s base GPT’s limitations.


